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Abstract: This paper provides an efficient video 

compression using a simple transform called 

Discrete Cosine Transform (DCT) which gives the 

compression ratio more than that of the all the 

existing algorithms. At the same time by 

maintaining the video quality good while 

compressing the video. Also this algorithm will 

execute fast and consumes less time. Simulation 

results show that a reduction of video size gives 

50% more compression. 
 

I. INTRODUCTION 

Before going to video compression we 

have to know about how compression can be 

done by using Discrete Cosine Transform. 

Normally compression is of two types lossy and 

lossless. For compression of text files we use the 

lossless compression because while compressing 

the text files we have to be clear that the data in 

the text files should not be lost on the other side, 

For video or image compression we will prefer 

the lossy compression why because in this video 

or image compression the background will not 

change for the some part so we are going to 

concentrate more on background means the low 

frequency components of the image are discarded 

thereby we can achieve more compression. There 

are different types of compression standards some 

of them are MPEG-2, MPEG-4, H.261, H.264 

etc., these standards use different types 

algorithms, of those algorithms this DCT 

algorithm is the most prominent algorithm for 

compression. The process of DCT algorithm is 

explained here clearly. 
 

The overview of DCT process is, first the 

input image is broken into 8x8 blocks of pixels. 

Then DCT is applied on each block. The DCT 

works by separating the image into parts of 

different frequencies. Now each block is 

compressed using the quantization technique. 

During this step a part of compression actually 

occurs, the less important frequencies are 

discarded. The image is now stored in the reduced 

amount of space. When desired the image is 

reconstructed through decompression, a process that 

uses the Inverse Discrete Cosine Transform is used. 
Before we begin to discuss about the DCT, it 

should be noted that the pixel values of black and 

white image range from 0 to 255 in steps of 1, where 

pure black is represented by 0 and pure white is 

represented by 255 let’s start with a block of image 

pixel values. This particular block was chosen from 

very upper left hand corner of the image.  

 

Because the DCT is designed to work on the 

values ranging from -128 to 127, the original block is 

leveled off by subtracting 128 from each entry. After 

matrix multiplication now we are ready for the 

compression by quantization [4]. The highly useful 

feature in this process is that, varying levels of image 

compression and quality are obtainable through 

selection of specific quantization matrices. This 

enables the user to decide on quality levels ranging 

from 1 to 100. Where 1 gives the poorest image 

quality and highest compression, while 100 gives the 

best quality and lowest compression. Subjective 

experiments involving the human visual systems 

have resulted in the standard quantization matrix with 

a quality level of 50 the matrix renders both high 

compression and excellent decompressed image 

quality. The scaled quantization matrix is rounded off 

to have positive integer values ranging from 1 to 255. 

 

The quantized matrix is now ready for the 

final step of compression. Before storage all 

coefficients of are converted by an encoder to a 

stream of binary data (0110101010…). After 

quantization it is quite common that for most of 

coefficients equal zero. JPEG takes the advantage of 

this by encoding quantized coefficients in zig-zag 

sequence. The advantage lies in the consolidation of 

relatively large number of zeros, which compress 

very well. Reconstruction of our image begins by 

decoding the bit stream representation.  

II. EXISTING METHOD 

The existing algorithm for compression is that 

the Block Matching Algorithm (BMA). It is a way of 

locating matching blocks in a sequence of digital 

video frames for the purposed of video compression. 
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Motion estimation using a block-matching 

algorithm (BMA) is widely used in many motion-

compensated video coding systems, such as those 

recommended by the H.261 and MPEG standards 

[6], [7], to remove interframe redundancy and thus 

achieve high data compression. In a typical BMA, 

the current frame of a video sequence is divided 

into nonoverlapping square blocks of pixels, say, 

of size N X N. For each reference block in the 

current frame, BMA searches for the best matched 

block within a search window of size (2W + N) X 

(2W + N) in the previous frame, where W stands 

for the maximum allowed displacement. Then the 

relative position between the reference and its best 

matched block is represented as the motion vector 

of the reference block. Region-Of-Interest (ROI) 

coding of video using computational models of 

visual attention [5], has been recognized as a 

promising approach to achieve high-performance 

video compression. The idea behind most of these 

methods is to encode an area around the predicted 

attention grabbing (salient) regions with higher 

quality compared to other less visually important 

regions. 

 

The extension for the BMA algorithm is Fast 

Full Search Block Matching Algorithm (FFBMA) 

[27] and 3 step hierarchical search block matching 

algorithm [20]. The basic idea behind this fast full-

search BMA relies on constructing three fast 

matching criteria and, during the period of block 

matching, employing these three fast matching 

criteria to discard the candidate blocks in the 

search window which are not matched to the 

reference block in the current frame, before using 

the time-consuming matching error. These fast 

matching criteria are derived from the integral 

projections since the integral projections are 

simple and relevant features to a block of pixels. 

Roughly speaking, the integral projections can be 

regarded as the intensity sums of spatial pixels 

along any fixed direction in a block of pixels. For 

any given block in frame three kinds of integral 

projections are defined as vertical projections, 

horizontal projections and massive projection. 

Video quality will be degraded. 

Performing the image recovery and noise 

suppression is less and frame recombination is 

difficult.  

III. PROPOSED METHOD 

Our method for video or image 

compression is discrete cosine transform. DCT is 

an image compression algorithm that samples an 

image at regular intervals, analyzes the frequency 

components present in the sample, and discards those 

frequencies which do not affect the image as the 

human eye perceives it. The frequencies which are 

discarded are low frequencies hence it does not show 

much difference. 

 

Discrete Cosine Transform is common for 

spatial redundancies. The proposed method aims at 

reducing salient coding artifacts in non-ROI parts of 

the frame in order to keep user’s attention on ROI 

[2]. Further, the method allows saliency to increase 

in high quality parts of the frame, and allows saliency 

to reduce in non-ROI parts. Experimental results 

indicate that the proposed method is able to improve 

visual quality of encoded video relative to 

conventional rate distortion optimized video coding, 

as well as two state-of-the art perceptual video 

coding methods. 

 

For the process of the compression we will 

use 2D version of DCT For analysis of two-

dimensional (2D) signals such as images, we need a 

2D version of the DCT. For an n x m matrix s, the 2D 

DCT is computed in a simple way. Since the 2D DCT 

can be computed by applying 1D transforms 

separately to the rows and columns, we say that the 

2D DCT is separable in the two dimensions. 

 

Fig.3.1Video compression system using DCT algorithm 

Figure 1 explains about the video 

compression using the DCT technique. The process 

of this video compression using the DCT is as 

follows. First we will convert the input video into the 

frames by using the some MATLAB coding. These 

frames will be stored in the directory then these 

frames will be read and these pixels of the frames 

will be adjusted and compressed by using DCT then 

the images will be reconstructed. These images will 

be converted into frames and then frames to video. 

At last the obtained output video will be saved. 

We proposed a saliency-preserving 

framework for region-of-interest (ROI) video coding, 
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whose main goal was to reduce attention-grabbing 

coding artifacts in non-ROI parts of the frame in 

order to keep viewer’s attention on ROI parts 

where the video quality was higher. The method 

proposed in was based on the algorithm called 

Discrete Cosine Transform. In this transform we 

are going to find a quantization parameter (QP) 

matrix for each and every video frame. So that the 

difference between the saliency map of the coded 

frame and the saliency map of original raw frame 

was minimized under a given target bit rate. 

 

STEPS: 

1. Video to frames and noise elimination  

2. Frame resolution adjustment  

3. Image compression module  

4. Output frame assembling as video  

 

1. Video to frames and noise elimination: 

 

At first we convert the video to frames by 

taking .avi video as input and any number of 

frames per seconds like (20 FPS).FPS means for 

one second video 20 frames will be the output. 

Normally 24 frames will gives the perfect video 

quality. While compression we can take any 

number of frames per second but if we increase 

the number of frames then the frame 

recombination and alignment will be difficult. 

 

We propose to write the code in such a way that 

we can get output frames in any format like .jpg, 

.png, .tiff etc…. The image frames will be saved 

serially like 1.jpg, 2.jpg, 3.jpg, 4.jpg. 

 

2. Frame Resolution Adjustment: 

The resolution of frames will be adjusted to 

maintain the quality or pixel distortions but 

without increasing the size of the image. This can 

be achieved by taking care of the Region of 

Interest (ROI) parts alone in the image and 

concentrating less on the non ROI parts. Thereby 

we can be able to achieve the good video quality 

without increasing the size of the video. Hence the 

output video will be having good quality. 

 

3. Image Compression Module: 

At first we will convert the video to 

frames this can be done by using the software 

called MATLAB. These obtained frames will be 

saved as images then the image compression is 

done using the Discrete Cosine Transform. 

Because this technique is most prominent, less 

time consuming and gives more compression ratio. 

The same compression will be repeated for all the 

frames obtained from the video. 

 

4. Output Frame Assembling as Video: 

This is another crucial process in the 

compression process. The compressed frames will be 

reassembled in the same order how we converted the 

video into the frames. The output video will be tested 

for the size. 

 

IV. SIMULATION RESULTS 

Simulation results shows that the 

compression achieved by the DCT algorithm is high 

with a good quality of video. For conversion of video 

to frames and to video we will use the Graphical 

User Interface which gives the user friendly 

environment. 

 
Fig 4.1 frames of the input video after conversion 

 

After the conversion of input video into the 

frames the frames are arranged in the order that is 

1png, 2png, 

3png……. As shown in the fig 4.1 

The output video after the compression using 

the DCT algorithm is shown in the fig 4.2 which 

shows that the quality of the video after the 

compression 

 

 
Fig  4.2: output video after the compression 
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This video is the compressed video which is 

having the less size than the original file and the 

quality of the video will be almost equal to that of 

the original input video. 

 

V. CONCLUSION 

In this paper we have presented a 

compression technique called Discrete Cosine 

Transform. This DCT quantizes the image and also 

provides security in which the other algorithms 

will not provide. This method attempts to reduce 

the effect of non ROI artifacts in the video and 

increase the effect of ROI artifacts. This will be 

done by concentrating more on the ROI parts of 

the image. The experimental results show that the 

proposed method gives the more compression ratio 

and also improves quality of the video when 

compared to all the remaining algorithms. The 

framework could be further enhanced by 

optimizing the saliency-related Lagrange 

parameter, possibly on a block-by-block basis. 
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